
P

The risk of algorithmic discrimination has risen, resulting in
discriminatory hiring practices and increased policing of the
poor. Join us in discussing how algorithms work, how people

with disabilities and racial minorities might be especially
harmed, and how employers and advocates can mitigate

these harms.
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If you require an accommodation for
effective communication (ASL

interpreting/CART captioning, alternative
media formats, etc.), please contact Tim

Bott at tbott@berkeley.edu with as much
advance notice as possible and at least 7-10

days in advance of the event.
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